
 
 

  
Abstract— Failure of IT systems often causes a major loss of 

service. Thus their dependability has become an important issue. 
Recent facets of the dependability of IT systems, such as 
reliability, availability, safety, security, confidentiality, integrity, 
and maintainability do not address the needs of IT systems 
because they do not include the notion of a degraded service as 
an explicit requirement. The concept termed survivability is a 
precise notion of the forms of services that are acceptable in a 
system, the circumstances under which each form is most useful, 
and the fraction of time that is acceptable in degraded services. 
In this paper survivability is discussed as a necessary new facet of 
dependability. The contribution of this paper is to give system 
architects the latest knowledge on survivability in order to help 
them develop survivable IT systems. Definitions of dependability 
and survivability are presented and discussed. In addition, the 
key properties and survivability requirements, and the role of 
fault tolerance in survivable systems are discussed. Furthermore, 
survivability implementation techniques and examples of 
survivability architectures are introduced and discussed. Finally, 
software architecture design and analyzing methods and 
frameworks relevant to survivability are discussed. 
 

Index Terms—Dependability, reliability, security, survivability 
 

I. INTRODUCTION 
ODERN society faces a substantial, and generally 
acknowledged, risk of IT systems failure or compromise 

with potentially serious consequences. Sectors such as energy, 
financial services, telecommunications, healthcare, and 
defense are potential application areas of such systems [4], 
[5], [6], [8], [12]. Despite the best efforts of security 
professionals, no amount of system hardening can assure that 
a system that is connected to an unbounded network, such as 
the Internet, will not be vulnerable to attack. From point of 
view of a system architect’s practical work, it is important to 
know what survivability really means and how it can be 
applied to IT systems. Survivability, and the survivability 
requirements, of an IT system must be taken into account at 
the system architecture design phase. 
 Survivability in IT systems is a relatively new research 
area. The precise definition of survivability is still being 
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debated, with a number of definitions proposed. Most 
commonly, survivability is defined as “the ability of a system 
to fulfill its mission, in a timely manner, in the presence of 
attacks, failures or accident” [8], [9], [10], [11], [18], [19]. 
The term system is used in the broadest possible sense, 
including networks and large-scale systems of systems. The 
term mission refers to a set of abstract requirements or goals.  

Survivability is a necessary new branch of dependability 
[1], [2], [3], [5], [8], [9], [10], [11], [18]. It addresses explicit 
requirements for restricted modes of operation that preserve 
critical essential services in adverse operational environments. 
A survivable system is one that satisfies its survivability 
specification of essential services and adverse environments. 
Essential services are defined as the functions of the system 
that must be maintained when the environment is hostile or 
failures or accidents are detected that threaten the system. The 
discipline of survivability can help ensure that IT systems can 
deliver essential services and maintain such essential 
properties as performance, security, reliability, availability and 
modifiability despite the presence of intrusions. Unlike the 
traditional security measures that require central control or 
administration, survivability is intended to address unbounded 
network environments.  

Survivability requirements can vary substantially, 
depending on the scope of the system, the criticality and the 
consequences of failure and interruption of service. The 
definition and analysis of survivability requirements is a 
critical first step in achieving system survivability [8]. 
Survivability must address not only software function 
requirements but also requirements for software usage, 
development, operation and evolution. 

Survivability architectures offer an approach to tolerating 
faults in which the continued service element of fault 
tolerance differs from normal service. By introducing this type 
of fault tolerance, progress can be made towards meeting the 
survivability goals of IT systems.  

The rest of the paper is organized as follows: definitions of 
dependability and survivability are presented and discussed in 
Section II,. In Section III key properties and survivability 
requirements, and the role of fault tolerance in survivable 
systems are discussed. Techniques for implementing 
survivability are discussed in Section IV and examples of 
survivability architectures are introduced. Software 
architecture design and analyzing methods and frameworks 
that take survivability into account are introduced in Section 
V, and, Section VI contains the concluding remarks. 
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II. DEFINITIONS RELATED TO SURVIVABILITY 
A definition of dependability and different definitions of 

survivability based on recent research work are discussed in 
this section; unofficial and common definitions of 
survivability are also introduced and discussed.  

A. Definition of Dependability 
Dependability is the system property that integrates such 

attributes as reliability, availability, safety, confidentiality, 
integrity, maintainability and survivability [32]. The 
dependability of a computing system is its ability to deliver a 
service that can justifiably be trusted. The service delivered by 
a system is the behavior of a system as it is perceived by its 
user(s). A user is another system, physical or human, that 
interacts with the former at the service interface. The function 
of a system is what the system is intended to do, and is 
described by the functional specification. The correct service 
is delivered when the service implements the system function. 

B. Definitions of Survivability 
Software quality is depicted in IEEE 1061 [30] and 

represents the degree to which the software possesses a 
desired combination of quality attributes. Another standard, 
ISO/IEC 9126-1 [31], defines the software quality model for 
external and internal quality. Based on this model, there are 
six categories of characteristics - functionality, reliability, 
usability, efficiency, maintainability and portability - which 
are further divided into sub-characteristics. Either of these 
standards does not define survivability. 

A preliminary scoping of the general survivability problem 
was suggested by a 1993 report, “Survivable Computer-
Communication Systems: The Problem and Working Group 
Recommendations” [25], written for the U.S. Army Research 
Laboratory (ARL). The report outlines a comprehensive 
multifunctional set of realistic computer-communication 
survivability requirements and makes related 
recommendations applicable to U.S. Army and defense 
systems [22].  

The precise definition of survivability is still being debated, 
with a number of definitions proposed as described in Table I. 
The definitions in the table are listed in chronological order, 
based on the year the definition was published. Also the 

respective references are also denoted in the table. Based on 
Table I, survivability in respect of IT systems is a relatively 
new research area and the content of the definition of 
survivability depends on the domain. 

In the context of software engineering, Deutsch [2] has 
offered the first definition shown in the table. This definition 
is not sufficient for all needs [18]. If it were applied to IT 
systems in this form, the user of the system could not be sure 
which functions had been selected as “essential functions” nor 
under what circumstances (i.e., after what damage) these 
functions would be provided.  

The Institute for Telecommunications Services, a part of the 
U.S. Department of Commerce, has created an extensive 
glossary of telecommunications terms in Federal Standard 
1037C [53]. The glossary contains a definition of survivability 
for telecommunications systems (the second definition in 
Table I). This definition seeks a framework for defining a 
service after some form of damage and relates closely to the 
goal of defining survivability for IT systems [1], [18]. 
Furthermore, this definition includes the notion of a degraded 
or different service and requires that it be defined. 
 Specifically on IT systems survivability, Ellison et al. [3] 
introduce the third definition of survivability shown in Table 
I. While this definition is a good beginning, it does not have 
the precision needed to permit a clear determination of 
whether a given system should be considered to be survivable 
[1], [18]. The first problem is that much is implied by the 
phrases “essential services”, “attacks and failures” and “timely 
manner”. If nothing further is defined, it is not possible for the 
architect of a system to determine whether a specific design is 
adequate to meet the needs of the user community. More 
importantly, if a phrase such as “essential service” is not 
precisely defined, it might be the case for any specific system 
that the determination of what constitutes an essential service 
is left to the system’s developers rather than being defined 
carefully by application experts. A second problem with a 
definition of this form is that it provides no testable criterion 
for the term being defined. Essential services are defined as 
the functions of the system that must be maintained when the 
environment is hostile, or failures or accidents that threaten 
the system are detected.  

Most commonly [8], [9], [10], [11], [18], [19], survivability 
 

TABLE I 
DEFINITIONS OF SURVIVABILITY 

 Definition Year Domain Ref. 
1. Survivability is the degree to which essential functions are still available even though 

some part of the system is down. 
1988 IT systems in general [2] 

2. Survivability is a property of a system, subsystem, equipment, process or procedure 
that provides a defined degree of assurance that the named entity will continue to 
function during and after a natural or man-made disturbance. Note: Survivability must 
be qualified by specifying the range of conditions over which the entity will survive the 
minimum acceptable level or post-disturbance functionality and the maximum 
acceptable outage duration. 

1996 Telecommunication Systems [54] 

3. Survivability is the ability of a network computing system to provide essential services 
in the presence of attacks and failures and recover full services in a timely manner. 

1997 Network Computing Systems [3] 

4. Survivability is the capability of a system to fulfill its mission, in a timely manner, in 
the presence of attacks, failures or accidents. 

1999 
 

Critical and Defense Systems [8],[9], 
[10],[11], 
[18],[19] 

5. Survivability is the ability [of a system] to continue to provide service, possibly 
degraded or different, in a given operating environment when various events cause 
major damage to the system or its operating environment. 

2000 Critical and Defense Systems [1], [20] 



 
 

is defined as the fourth definition in Table I. The term system, 
consisting of software and hardware, is used in the broadest 
possible sense, including networks and large-scale systems of 
systems. The term mission refers to a set of very high-level 
(i.e., abstract) requirements or goals. Missions are not limited 
to military settings since any successful organization or 
project must have a vision of its objectives, whether expressed 
implicitly or as an official mission statement. The terms 
attack, failure, and accident are meant to include all 
potentially damaging events, but these terms do not partition 
these events into mutually exclusive or even distinguishable 
sets. Attacks are potentially damaging events orchestrated by 
an intelligent adversary. Attacks include intrusions, probes 
and denials of service. Failures are included with accidents as 
part of survivability. Failures are potentially damaging events 
caused by deficiencies in the system or in an external element 
on which the system depends. Failures may be due to software 
design errors, hardware degradation, human errors or 
corrupted data. Accidents describe a broad range of randomly 
occurring and potentially damaging events, such as natural 
disasters. It is important to recognize that it is the mission 
fulfillment that must survive, not any particular subsystem or 
system component.  

The fifth definition of survivability [1], [20] in Table I 
suggests a number of key points regarding the notion of 
survivability:  

Survivability is a system property, relating the level of 
service provided to the level of damage present in the system 
and operating environment [7],  

A system must be capable of providing different levels of 
service. In a system free of damage, the level of service should 
equate with full functionality. Different levels of service will 
correspond to varying subsets of functionality, where some 
functions that a system performs are obviously more critical 
than others [1], [18], and  

The events that cause major damage can range from failures 
to attacks to accidents. It is often difficult to immediately 
determine the cause of the damage, e.g. whether the damage is 
the result of an intentional security attack or a random failure 
[3]. More important is the effect of the event in terms of 
damage to the system and operating environment — the 
amount of damage is central to the level of service that a 
survivable system can and should provide [7]. 
 

III. REQUIREMENTS AND KEY PROPERTIES OF SURVIVABLE 
SYSTEMS 

In this section the key properties and requirements, and the 
role of fault tolerance in survivable systems are defined and 
discussed. The key properties of survivable systems are as 
follows [8]: 

Firstly, central to the delivery of essential services is the 
ability of a system to maintain essential properties, i.e. 
specified levels of integrity, confidentiality, performance and 
other quality attributes. Thus it is important to define the 
minimum levels of quality attributes that must be associated 
with essential services. 

Secondly, quality attributes are so important that definitions 

of survivability are often expressed in terms of maintaining a 
balance among multiple quality attributes, such as 
performance, security, reliability, availability, modifiability 
and affordability. Quality attributes represent broad categories 
of related requirements, so a quality attribute may contain 
other quality attributes. For example, the security attribute 
traditionally includes the three attributes of confidentiality, 
integrity and availability. 

Thirdly, the ability to deliver essential services and 
maintain the associated essential properties must be sustained, 
even if a significant portion of the system is incapacitated. 
This ability should not be dependent upon the survival of a 
specific information resource, computation or communication 
link. 

Fourthly, key to the concept of survivability is identifying 
the essential services, and the essential properties that support 
them, within an operational system. There are typically many 
services that can be temporarily suspended when a system is 
dealing with an attack or other extraordinary environmental 
condition. Such a suspension can help isolate areas affected by 
an intrusion and free system resources to deal with the 
intrusion’s effects. The overall function of a system should 
adapt to the situation to preserve essential services. If an 
essential service is lost, it can be replaced by another service 
that supports mission fulfillment in a different but equivalent 
way. However, the identification and protection of essential 
services is an important part of a practical approach to 
building and analyzing survivable systems. 

The survivability requirements of survivable systems can 
vary substantially, depending on the scope of the system, and 
the criticality and consequences of failure and interruption of 
service [8]. The definition and analysis of survivability 
requirements is a critical first step in achieving system 
survivability. Survivability must address not only the 
requirements for software functionality but also the 
requirements for software usage, development, operation and 
evolution. Five types of requirements definitions are relevant 
to survivable systems [8]: (1) System/Survivability 
Requirements, (2) Usage/Intrusion Requirements, (3) 
Development Requirements, (4) Operations Requirements and 
(5) Evolution Requirements. 

Fault tolerance enables systems to continue to provide 
service in spite of the presence of faults. Fault tolerance 
consists of four phases: (1) error detection, (2) damage 
assessment, (3) state restoration and (4) continued service. 
Survivability is a dependability property; it is not synonymous 
with fault tolerance [1]. Fault tolerance is a mechanism that 
can be used to achieve certain dependability properties. In 
terms of dependability, it makes sense to refer to a system as 
reliable, available, secure, safe and survivable, or some 
combination, using the appropriate official definition(s). 
Describing a system as fault tolerant is really a statement 
about the system’s design, not its dependability. While fault 
tolerance is a mechanism by which some facets of 
dependability might be achieved, it is not the only mechanism. 
Other techniques, such as fault avoidance, can also be used. In 
similar ways, fault elimination and fault forecasting can be 
used as mechanisms to improve a system’s dependability. 

 



 
 

IV. IMPLEMENTATION TECHNIQUES FOR SURVIVABILITY 
This section discusses implementation techniques related to 

the survivability of IT systems. In addition, examples of 
survivability architectures of IT systems are introduced and 
discussed 

A. Survivability and Security 
It is important to recognize the relationship between 

survivability and security. An application may employ 
security mechanisms, such as passwords and encryption, and 
may still be very fragile [17]. For instance, it may fail when a 
server or a network link dies. On the other hand, a survivable 
application must be able to survive some malicious attacks. 
Therefore, survivability must involve security. There are two 
aspects of survivability [17]: (1) survival by protection and (2) 
survival by adaptation. 

Security mechanisms like access control and encryption 
attempt to ensure survivability by protecting applications from 
harmful, accidental or malicious changes in the environment 
[17]. The application could also survive by adapting itself to 
the changing conditions. These two aspects may not be 
mutually exclusive; as part of survival by adaptation, an 
application may utilize security mechanisms. For example, it 
may start using access control or increase the key length when 
it perceives the threat of an intrusion. Most current 
applications fail rather than adapt when QoS assumptions turn 
out to be too optimistic. The problem is made worse by the 
fact that survivability mechanisms are complicated, have little 
to do with an application’s functionality, and developers only 
have limited tool support for incorporating them. 

Furthermore, based on [17], the general notion of survival 
by adaptation results from years of experience in designing, 
implementing and deploying wide-area distributed systems, 
and is based on the ARMD (Adaptive, Redundant, Monitored, 
and Diversified) principles. These principles are not 
independent, and they need to be organized in a meaningful 
way to lead to survivability. For instance, being adaptive 
generally means that the adaptation is driven by some kind of 
monitoring. However, monitoring could be used without any 
kind of adaptation at all. Similarly, redundancy and diversity 
could very well be used without any adaptation, but in the 
context of adaptation they often define or broaden the scope 
of adaptation. Not all adaptive behaviors lead to survivability. 
For instance, shutting an application down on an exception 
indicating a change in the environment does not add anything 
to the survivability of the application. In fact, such an 
adaptation facilitates a whole class of denial of service attacks, 
whereas survivability is about continuing to provide useful 
service despite environmental changes. 

Survival by adaptation typically involves monitoring and 
changing the Quality of Service (QoS) available to 
applications [17]. An application’s design always makes some 
assumptions about the QoS provided by the environment for 
bandwidth, reliability, security services, etc. When these 
assumptions are violated, the application should try to adapt 
rather than fail. Most current applications, however, fail rather 
than adapt when QoS assumptions turn out to be too 
optimistic. The problem is made worse by the fact that 

survivability mechanisms are complicated, have little to do 
with an application’s functionality, and developers only have 
limited tool support for incorporating them. 

One important technique for improving system 
dependability and survivability is to provide mechanisms for a 
system to adapt at run time in order to accommodate varying 
resources, system errors and changing requirements [52]. For 
such self-repairing systems, one of the difficult problems is 
determining when a change is needed, and knowing what kind 
of adaptation is required. Based on [52], the challenge is to 
engineer things so that the system adapts appropriately at run 
time. There are two problems with this [52]. First, information 
must be got out of the running system. This can be done by 
employing low-level monitoring mechanisms that cover 
various aspects of the executing system. The second problem 
is to translate architectural repairs into actual system changes. 
This can be solved by writing table-driven translators that can 
interpret architectural repair operators in terms of the lower 
level system modifications.  

B. Survivability Architectures 
Survivability architecture is a system architecture that is 

designed specifically to deal with certain non-local faults [50]. 
A significant difficulty arises when the various concepts 
involved in survivability architectures have to be evaluated 
because experimentation with real systems is precluded. One 
approach to dealing with this problem is to use operational 
models that can be built and studied in the laboratory using a 
developed experimentation system [50]. 

1) Survivability Architecture: Block, Evade, React (SABER). 
Paper [33] proposes a survivability architecture called 
SABER. SABER blocks, evades and reacts to a variety of 
attacks by using several security and survivability mechanisms 
in an automated and coordinated fashion. SABER integrates 
several different technologies in an attempt to provide a 
unified framework for responding to the wide range of attacks 
malicious insiders and outsiders can launch. Most commercial 
responses to the diverse array of vulnerabilities have been to 
apply several discrete solutions [33]: (1) utilization of 
network-based firewalls [34], [35], (2) deployment of 
network-based and host-based intrusion detection systems 
[36], [42] and (3) manual installation and deployment of 
patches [37], [38]. 

At present, SABER is in the prototyping stages, with 
several interesting open research topics. It currently makes use 
of the following reaction and protection mechanisms [33]: (1) 
a network Denial-of-Service (DoS) resistant and Secure 
Overlay Services (SOS) architecture [39], (2) Manuscript 
intrusion and anomaly detection tools, [43], [44], placed 
within service contexts to detect malicious activity as well as 
stealthy “scans and probes”, (3) a process migration system 
[40] that can be used to move a service to a new location that 
is not (currently) targeted by an attacker, (4) an automated 
software-patching system [41] that dynamically fixes certain 
classes of software-based attacks, such as buffer overflows, 
and (5) a high-level coordination and control infrastructure to 
correlate and coordinate the information and control flow. 

2) Intrusion Tolerant Distributed Object System (ITDOS): 
Intrusion Tolerant Distributed Object System (ITDOS) 



 
 

architecture [47] discusses some of the challenging technical 
issues related to intrusion tolerance in heterogeneous 
middleware systems. The intrusion tolerant systems provide 
integrity and availability services in the face of successful 
attacks from an adversary.  

Middleware is one area in which a system can provide 
intrusion tolerance [47]. Middleware is a very useful category 
of software that removes much of the tedium of distributed 
systems programming and shields programmers from having 
to deal with the numerous kinds of heterogeneity inherent in a 
distributed system [48]. Distributed object middleware is 
considered the most general kind of middleware, and CORBA 
[49] is a widely adopted standard for distributed object 
middleware. Middleware provides an ideal platform for 
intrusion tolerance extensions because it allows a variety of 
applications to be built that can transparently take advantage 
of the intrusion tolerance properties of the middleware, 
eliminating the need for custom solutions for each application 
[47]. 

3) Middleware Architecture for Secure and Survivable 
Mobile C4I Systems: An overview of a middleware-based 
mobile C4I (Command, Control, Communications, 
Computers, & Intelligence) architecture is discussed in [51]. 
The architecture is an outgrowth of work on a mobile 
distributed operating system that attempts to deal with various 
shortcomings in the Mobile Internet Protocol (Mobile IP) for 
military use. The architecture provides a foundation for 
balanced treatment of the complex, and frequently conflicting, 
dependability requirements (i.e. security, survivability, etc.) of 
military tactical systems.  

The survivability architecture presented in [51] is 
controversial in that the Session Layer performs the primary 
communications function of a mobile “hand-off”, instead of 
relying exclusively on the Network Layer to perform this 
function. This approach is defended on the basis that where 
tactical survivability is paramount, a mobile “hand-off” must 
be carefully controlled by the Session Layer, even if not 
specifically performed by that layer. The popular private 
sector approaches (e.g. Mobile IP) attempt to provide a 
“virtually stationary” environment by use of address 
mappings, which, except for performance impact, completely 

hide motion effects in the Network Layer. Such mobile 
networking approaches are unsuitable for military mobile C4I 
use, unless they are modified or designed to carefully 
coordinate their resource-management facilities with the 
survivability mechanisms of the Session Layer [51]. The 
mobile C4I architecture is a part of an evolving paradigm for 
C4I survivability called the Plan-Based Survivability, which 
seems to be able to solve many open problems with current 
survivability technology, and which has already been partly 
demonstrated by a working prototype. In effect, Plan-Based 
Survivability is a “superstructure” for unifying a diverse 
hierarchy of C4I defenses, both physical and informational. 

C. Summary 
Table II summarizes the features of the survivable 

architectures mentioned above. As a conclusion, the maturity 
of the architectures is insufficient for practical utilization in a 
system architect’s work, but they will help to understand and 
solve the problem of survivable systems. The technical 
approaches of the architectures heavily depend on the system 
domain. 

V. DESIGN OF SURVIVABILITY 
In this section the available design and analysis methods 

and models, as well as frameworks relevant for the 
survivability of IT systems, are introduced and discussed. 

A. Architecture Tradeoff Analysis Method (ATAM) 
Paper [8] outlines an approach that addresses how to 

evaluate the ability of a system to deliver essential functions 
in an environment that includes intrusion scenarios. The 
general approach to survivability and security is consistent 
with the ATAM [14]. ATAM is a method for evaluating 
architecture-level designs that consider such multiple quality 
attributes as modifiability, performance, reliability and 
security to gain insight as to whether the fully fleshed out 
incarnation of the architecture will meet its requirements [14]. 
The method identifies tradeoff points between these attributes, 
facilitates communication between stakeholders (such as user, 
developer, customer, maintainer) from the perspective of each 
attribute, clarifies and refines the requirements, and provides a 

 
TABLE II 

FEATURES OF SURVIVABILITY ARCHITECTURES 
Feature SABER ITDOS C4I 

Security 
Mechanism 

Integrates several security and 
survivability mechanisms 

Symmetric Encryption Session Keys “Plan-Based Survivability”, Mobile IP and 
Ad Hoc network protocols for military use 

Reaction/Protection 
Mechanism 

Process Migration System,  
Network Denial-of-Service (DoS), Secure 
Overlay Services (SOS),  
An automated software-patching system 

Distributed Object Middleware, 
CORBA 

“Plan-Based Survivability” 

Intrusion Detection Network- and host-based intrusion 
detection, 
Anomaly-, registry- and file-based 
detection, 
Surveillance detection 

Fault Tolerant Multicast Protocol + 
CORBA 

“Plan-Based Survivability” 

Domain Network Systems Heterogeneous  
Distributed Middleware Systems 

Mobile Military Tactical Systems 

Maturity Prototype  Prototype  Prototype  
Publishing Year  2003 2002 1999 
Reference [33] [47] [51] 



 
 

framework for an ongoing, concurrent process of system 
design and analysis. 

B. The Survivable Network Analysis Method (SNA) 
A four-step SNA method [23] has been developed for 

analyzing survivability in distributed systems. SNA is a 
practical engineering process that enables systematic 
assessment of the survivability properties of proposed and 
existing systems, and modifications to existing systems. The 
analysis can be carried out at the lifecycle, requirements or 
architecture level. Based on [23], although the SNA method is 
developed for use with large-scale distributed-network 
systems, it is equally applicable to other architectures, 
including host-based and real-time systems. SNA’s scenario-
based approach is a generalization of the operation sequence 
and usage scenario methods. 

C. The Willow Survivability Architecture 
 The Willow Architecture [13] is designed to enhance the 
survivability of IT systems and is a comprehensive approach 
to survivability in distributed applications. Based on [13], 
survivability is achieved in a deployed system using a unique 
combination of (1) fault avoidance by disabling vulnerable 
network elements intentionally when a threat is detected or 
predicted, (2) fault elimination by replacing system software 
elements when faults are discovered, and (3) fault tolerance by 
reconfiguring the system if non-maskable damage occurs.  

D. Open Implementation Toolkit for Building Survivable 
Applications (QuO) 
In [17] Pal, Loyall, Schertz and Zinky consider two aspects 

of survivability - namely, survival by adaptation and survival 
by protection. They show how the Quality Objects (QuO) 
distributed adaptive middleware framework enables the 
introduction of these aspects of survivability in a flexible and 
systematic manner. Furthermore, they also describe a toolkit 
for developing adaptive applications and demonstrate how 
more survivable applications can be built using the toolkit. 

 
 

E. A Survivability Framework for Wireless Access 
Networks 
Based on [21], a Survivability Framework for Wireless 

Access Networks consists of four layers, with survivability 
strategies possible in each layer. The four layers are termed 
access, access link level, transport and intelligent. The logical 
layers are independent of the physical implementation of the 
network. Each of the four layers is characterized by network 
functions, network components and communication links. 
This framework includes metrics for quantifying network 
survivability, possible survivability strategies, and restoration 
techniques for each layer. 

F. An Architectural Framework and Algorithms for 
Engineering Dynamic Real-Time Distributed Systems 
In [24] Ravindran presents a resource management 

architecture for engineering dynamic real-time, military, 
computer-based, Command and Control (C2) systems using 
commercial off-the-self technologies. In the proposed 
architecture a real-time system application is developed in a 
general-purpose programming language and system 
description language is used to specify the architectural-level 
description of the system. An abstract model that is 
constructed from the language specification is dynamically 
augmented by the System Description Language Runtime 
System to produce a dynamic Intermediate Representation 
(IR). The dynamic IR characterizes the state of the system and 
is used by a recourse management element to deliver the 
desired application QoS. The middleware techniques achieve 
the timeliness and survivability requirements through runtime 
monitoring and failure detection, diagnosis and dynamic 
recourse allocation. 

G. Easel Modeling and Simulation Language 
Easel [15] is a modeling and simulation programming 

language primarily intended for the research, analysis and 
depiction of unbounded systems, survivable architectures and 
emergent algorithms in applications, including Internet 
security, ad hoc communication networks, electric power and 
cooperation among autonomous vehicles. Easel is a notation 

 
TABLE III 

FEATURES OF THE SURVIVABILITY METHODS, MODELS, AND FRAMEWORKS 
Method Type of Method Survivability Approach Domain Maturity Level Ref. 

ATAM Design and Analysis 
Method 

Intrusion Scenarios, Quality 
attributes 

Not limited High, widely used [8], [14] 

SNA Design and Analysis 
Method 

Scenarios Large-Scale Distributed-
Network Systems 

High, based on 
ATAM 

[23] 

Willow Modeling tool Fault Avoidance, Fault Elimination, 
Fault Tolerance 

Critical Distributed 
Applications 

Medium [13]  

QuO Modeling tool Quality Objects, Adaptation,  
Protection 

Middleware Applications Medium [17]  

Survivability 
Framework for 
WANs 

Modeling tool Metrics, Restoration Techniques Wireless Access Networks Low [21] 

Architectural 
Framework 

Modeling tool System Description Language, 
Runtime Monitoring, Failure 
Detection, Dynamic Recourse 
Allocation 

Military C2 Systems High [24] 

Easel Modeling and 
Simulation Language 

Discrete Event Simulations Models Unbounded Systems,  
Ad Hoc Networks 

Medium [15] 

 



 
 

for describing abstract models of anything, a translator run-
time system for running discrete event simulations from those 
models. An example of the use of Easel in network 
survivability analysis is presented in [16]. 

H. Summary 
Table III summarizes the features of the survivability 

methods, models and frameworks described above. As a 
conclusion, the survivability approaches vary depending on 
the system domain. From the point of view of the system 
architect’s practical work, there is a remarkable lack of 
suitable and mature methods. Only two (ATAM and SNA) 
design and analysis methods are available. The rest of the 
methods are modeling or simulation tools. 
 

VI. CONCLUSION 
Survivability is a new branch of dependability that 

addresses the explicit requirements for restricted modes of 
operation that preserve essential services in adverse 
operational environments. A survivable system is one that 
satisfies its survivability specification of essential services and 
adverse environments. In addition, survivability must address 
not only the requirements for software functionality but also 
the requirements for software usage, development, operation 
and evolution. Furthermore, survivability is a dependability 
property; it is not synonymous with fault tolerance. Fault 
tolerance is a mechanism that can be used to achieve certain 
dependability properties. In terms of dependability, it makes 
sense to refer to a system as reliable, available, secure, safe, 
and survivable, or some combination, using the appropriate 
definition(s). Describing a system as fault tolerant is really a 
statement about the system’s design, not its dependability. 

Survivability in respect of IT systems is a relatively new 
research area and the definition of survivability is still being 
debated. Two of the five definitions of survivability in Table I 
mention "essential services", and three of them mention the 
"degree of degraded or different” service to be provided by 
the survivable system, so these could represent points of 
agreement for a unified survivability definition. However, 
definition three mentions that full services will be recovered, 
whereas the other definitions only mention mission 
fulfillment, not full service recovery. 

Security attacks are a major concern for IT systems. In 
some discussions survivability is viewed as synonymous with 
secure operation. A survivable application must be able to 
survive some malicious attacks, so survivability must involve 
security. There are at least two aspects of survivability: 
survival by protection and survival by adaptation. Security 
mechanisms like access control and encryption attempt to 
ensure survivability by protecting applications from harmful, 
accidental or malicious changes in the environment. Survival 
by adaptation typically involves monitoring and changing the 
QoS available to applications.  

The maturity of the survivable architectures is insufficient 
for practical utilization in a system architect’s work, but they 
will help to understand and solve the problem of survivable 
systems. Furthermore, there is a remarkable lack of suitable 

and mature methods, models and frameworks for practical 
use. 
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